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Abstract—This paper reviews the author’s research on EXOR
logic synthesis for the past 36 years. Topics include, AND-EXOR
minimization, AND-OR-EXOR minimization, index generation
functions, linear decomposition of index generation functions,
and synthesis of multiple-output linear circuits.

I. AND-EXOR LogGIC CIRCUIT

A. Philipp W. Besslich

In the fall of 1983, at the library of Osaka University, I
encountered a paper of Philipp W. Besslich from the University
of Bremen, Germany [4]. In that paper, he detected properties
of logic functions using spectrum transformation to simplify
logical expressions with many variables. Since I was interested
in the benchmark functions used in his paper, I wrote him a
letter with a list of questions. After that, we began to exchange
our knowledge.

About one year later, he sent me a letter that he wanted
to visit Japan to work with me by a fellowship sponsored
by the German Academic Exchange Service (DAAD) and the
Japan Society for the Promotion of Science (JSPS). Soon, he
successfully obtained the grant.

When he visited Osaka University in 1986, he brought a
Pascal program that simplified AND-EXOR expressions. The
algorithm first obtained the spectrum of the logic function
to detect features of the function, and then simplified the
AND-EXOR expression. At that time, I was not interested
in AND-EXOR expressions, and also was ignorant about the
spectral transformation of logic functions. However, after some
discussions with him, I noticed that a simplification method
for AND-OR expressions (MINI) can also be applied to AND-
EXOR expressions. In a few days, I developed a much faster
and more effective program than Besslich’s.

In addition to the logic minimizer, Besslich was interested
in the benchmark functions for AND-EXOR circuits. He pro-
posed symmetric functions S B(n, k) represented by EXORing
all products of k variables out of n variables. For example,
when n =4 and k = 2, SB(4,2) consists of (;1) = 6 logical
products:

SB(4,2) = x122 ® 123 D 124 D T2x3 D Toxg ® T3T4.

Let 7(SB(n,k)) be the minimum number of products in
an AND-EXOR expression (ESOP) to realize an SB(n, k)

TABLE 1.1
NUMBERS OF PRODUCTS TO REALIZE S B(n, k) FUNCTIONS
k
n|0]1]2 3 4 5 6 718
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31113 3 1
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6 | 1|6 111211 6 1
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function. For example, a minimum ESOP for SB(4,2)! is
SB(4,2) = Z1Z274 © 2172T4 © T2T3 O 1173 © T3Ta,
Thus 7(SB(4,2)) = 5. Since
SB(n,k) =SB(n—1,k) ® 2,SB(n — 1,k —1),
we have the relation:
T(SB(n,k)) <7(SB(n—1,k))+ 7(SB(n — 1,k — 1)).

With my new AND-EXOR minimizer, we obtained the
number of products needed to represent SB(n, k) functions
by AND-EXOR expressions for different values of n and k.
Table 1.1? shows the number of products to realize SB(n, k)
functions by an ESOP, which is obtained by EXMIN2[62].

Also, I minimized AND-EXOR expressions for all the
representative classes of four variable functions.We found
that AND-EXOR expressions (ESOPs) require many fewer
products than AND-OR expressions (SOPs). We published this
result as an IEEE TC paper [57], that is one of the most cited
papers among our publications. Although Besslich stayed in
Japan only for one month, the outcome was remarkable.

As for the SB(n, k) function, many years later, I realized
that the function was considered by Yasuo Komamiya in
1959. Yasuo Komamiya attended the Japanese multiple-valued
logic workshop held in Shikanoshima Island in July 1990,
where Norio Koda presented our work on the simplification
of AND-EXOR expressions. After that, Komamiya sent me
his book and papers. In fact, the book and paper contain the
theory on SB(n, k) functions. Unfortunately, I realized it after

'Even for this simple function, an exact minimum ESOP is difficult to
derive by humans. In fact, Even-Kohavi-Paz falsely claimed that this function
required 6 products in their IEEE TEC paper [17].

2For some entries, minimality are not proved yet.
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Komamiya passed away>. His theory [31] is best illustrated by
the following:

Example 1.1: WGTT is a bit counting circuit [70] of 7
inputs. It has x1, 2, ..., x7 as inputs and ya, Y1, Yo as outputs
(Fig. 1.1). Then,

7
D wi =22y + 2y + 2%,

i=1
where + denotes an integer addition and concatenation is
integer multiplication. Komamiya’s theorem states that

y2 = SB(7,4) = E TiTjTRTL,
<j<k<l
w = SB(7,2)= Yoz,
1<J
7
v = SB(7,1)= Doz
=1

WGTT is also denoted by rd73, and is often used as a
benchmark function of logic synthesis. |
After Besslich returned to Germany, I developed an iter-
ative AND-EXOR minimizer called EXMIN. This can treat
multiple-valued input logic functions, and can simplify AND-
EXOR PLAs with input decoders. With this program, I de-
signed various benchmark functions, and showed that AND-
EXOR networks can be much simpler than corresponding
AND-OR networks for arithmetic circuits. Table 1.2 shows
the number of products to realize certain arithmetic functions®,
which is obtained by EXMIN2, an updated version of [62].

TABLE 1.2
NUMBERS OF PRODUCTS TO REALIZE ARITHMETIC FUNCTIONS
AND-OR | AND-EXOR
Ibit | 2bit | Ibit | 2bit
ADR4 75 17 31 11

MLP4 | 121 86 62 49
WGTS8 | 255 54 59 24

B. Reed-Muller Workshop

In April of 1988, I moved to the newly founded campus of
Kyushu Institute of Technology (KIT) in Iizuka City, Fukuoka,
Japan. As for the simplification of AND-EXOR expressions,
Norio Koda of Tokuyama Technical College spent a sabbatical
year in our group. We published several papers on the upper

3Since Komamiya’s work was not well known, Radomir S. Stankovic and
I wrote papers [96], [98], [99] to promote Komamiya’s work.
4For some entries, minimality are not proved yet.
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Fig. 2.1. CMOS Realization of an EXOR gate

and lower bounds on the number of products in AND-EXOR
expressions (ESOPs). After that, he became a Ph. D. student
of mine, and in 1996, he received his Ph.D. degree.

The impact of 1990 IEEE TC paper with Besslich [57]
was rather high. In 1993, Wolfgang Rosenstiel from Germany
informed me that he was organizing a Reed-Muller workshop
in Hamburg. So, I attended the workshop with Norio Koda.
The attendance at the Reed-Muller 1993 workshop was small,
but many key persons on decision diagrams and EXOR logic
gathered.

At the end of the workshop, we decided that the sec-
ond workshop would be held in 1995 in Makuhari, Chiba,
Japan. The organizers were myself and Masahiro Fujita® of
Fujitsu America Laboratory. We published a monograph [66]
in 1996, in addition to the workshop proceedings. So, we
invited authors whose papers become be chapters of the book.
The workshop site was provided by Fujitsu, and 1 obtained
several grants to support the travel expenses for overseas
attendees. We had many participants, and the workshop was
quite successful.

The 9th workshop was held in 2009 in Naha, Okinawa,
Japan. In this time, we published a monograph on Boolean
function [74], in addition to the proceedings. The 11th work-
shop was held in 2013 in Toyama, Japan. In this time, we
published a monograph on ZDDs [82].

II. AND-OR-EXOR LogGic CIRCUIT

In CMOS realizations, a two-input EXOR gate requires at
least 6 transistors (Fig. 2.1), while a two-input NAND gate
requires only four transistors. Also, the EXOR gate is slower
than the NAND gate. For this reason, EXOR logic circuits are
not so popular in industry. To overcome this disadvantage, I
developed the architecture shown in Fig. 2.2.

In this circuit, the function is represented by

f:Fl@FQ;

where I} and F, are realized by SOPs. Note that only one
two-input EXOR gate is required in the output, but its logical

SCurrently, University of Tokyo.
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power is amazing. Consider the function:

f=(x1Vaz)(zs Vry)(zs Vae)(zr Vas).

When f is implemented by an AND-OR circuit, 2* = 16
products are necessary. However, if we implement f, the
complement of f, then only four products is necessary as
follows:

f=Z1Z2V T3Zy V T5T V Trls.
Thus, f is represented as

f = (12 V T3T4 V T5Tg V T7Ts) & 1.

In Fig. 2.2, realize F; = f and F» = 1. Then, we need only
4+1 = 5 products®. In general, F» can be any logic function.

Table 2.1 compares the number of 4-variable functions that
require ¢ products [65]. AND-OR circuits (SOP) require up to
8 products, and require on the average, 4.13 products; AND-
EXOR circuits (ESOP) require up to 6 products, and require
on the average, 3.66 products; and, AND-OR-EXOR requires
up to 5 products, and require on the average, 3.62 products.

Also, AND-OR-EXOR circuits efficiently realizes adders.
Table 2.2 compares the number of products to realize n bit
adders. AND-OR-EXOR with 2-bit decoders requires only
n+ 1 EXOR gates, are as efficient as AND-EXOR with 2-bit
decoders.

In 1998, Debatosh Debnath’ from Bangladesh obtained his
Ph. D. degree on the research of AND-OR-EXOR three-level
logic circuits.

TABLE 2.1
NUMBER OF 4-VARIABLE FUNCTIONS THAT REQUIRES t PRODUCTS[65]

¢ | AND-OR | AND-EXOR | AND-OR-EXOR
0 I T T
1 81 81 81
2 1804 2268 2316
3 13472 21744 22896
4 28904 37530 37634
5 17032 3888 2608
6 3704 24 0
7 512 0 0
8 26 0 0
m I13 3.66 3.62

OThis is a kind of output phase optimization [70].
"Currently, Oakland University.

TABLE 2.2
NUMBER OF PRODUCTS TO REALIZE n-BIT ADDERS[65]

Architecture # of products n=4
AND-OR 6-2" —4n —5 75
AND-EXOR ontl 1 31
AND-OR with n? +1 17

2-bit decoders
AND-EXOR with
2-bit decoders

AND-OR-EXOR with
2-bit decoders

n? +n+2)/2 11

n? +n+2)/2 11

TABLE 3.1
EXAMPLE OF A REGISTERED VECTOR TABLE
Registered Vector Index
r1 T2 X3 T4 T 6 f
0 0 0 0 1 0 1
0 1 0 0 1 0 2
0 0 1 0 1 0 3
0 0 1 1 1 0 4
0 0 0 0 0 1 5

III. INDEX GENERATION FUNCTION

In 2002, the Cluster Project (the first stage) of the MEXT
(Ministry of Education, Culture, Sports, Science and Tech-
nology of Japan) started. In the MEXT Cluster Project, we
received a large amount of research funds for many years.
The final goal was to develop a commercial product by doing
joint research with industry. At the end of the first stage of
the Cluster Project, Masayuki Chiba of YAMAHA Corporation
showed me a concept of index generator as the key device
in the network hardware.

An index generation function is an integer valued function:
{0,1}" —»{0,1,...,k}.

For example, in the case of n = 6 and k = 5, the function
maps k = 5 different two-valued vectors into k = 5 distinct
integers as shown by the example in Table 3.1.

An index generation function can be directly implemented
by a Content Addressable Memory (CAM), but CAMs dissi-
pate much power and are expensive.

Thus, I invented a better realization than CAM for this
function. The Index Generation Unit (IGU) shown in Fig. 3.1
can realize index generation functions quite efficiently. The
design problem of an IGU can be formulated as a minimiza-
tion problem of the variables for an incompletely specified
function. This method is quite efficient, and we can easily
implement a practical pattern matching network by using an
FPGA and memories. An IGU can easily implement a circuit
for k > 109. Furthermore, if we use a linear decomposition,
we can drastically reduce the size of the memory. With
this idea, we published many papers. Especially, there are
interesting mathematical problems, and it became a fruitful
research endeavor.

In 2011, T published a monograph [75] that summarizes
index generation functions.
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IV. LINEAR DECOMPOSITION

In March 2013, I retired from Kyushu Institute of Technol-
ogy, Fukuoka, Japan, and from April 2013, become a professor
of Meiji University, Kanagawa, Japan. Mochinori Goto [20],
and Yasuo Komamiya [31], who developed the Japanese first
relay computer in 1952 [99], were professors there. Although
there were no Ph.D students, some M.S. students are very
good, and with the help of Yukihiro Iguchi, I could continue
my research work. Fortunately, I could obtain research grants
from JSPS all the years at Meiji. The decline of Japanese LSI
industry reduced students working for logic synthesis. So, I
sought new applications: logic synthesis for pattern matching
and data mining.

A linear decomposition® shown in Fig. 4.1 was first
developed by Nechiporuk in 1958 [46], [97]. In the linear
decomposition, L realizes linear functions, while G realizes
an arbitary function.

Definition 4.1: [23], [87]. An affine transformation of the
input variables x1, xs, ..., x, is defined as

8

Y1 = c10 D1 a2 B 133D ... B Ciny,

Y2 = C20 D 2171 D Co2X2 D o33 D ... D Con¥np,

Yn = Cno D Cn1iT1 © cpaTa ® Cp3®s © ... G Cpnn,

where ¢;; € {0,1}. Two logic functions f and g are A-
. . A . .
equivalent (affine-equivalent), denoted by f ~ ¢ if g is
8Linear transform and affine transform are often confused in switching

theory [70]. Nechiporuk considered affine transformation, but called it linear.
Functions y; in Definition 4.1 are affine. When c;o = 0, they are linear.

TABLE 4.1
NUMBERS OF EQUIVALENCE CLASSES OF LOGIC FUNCTIONS [87], [23]

Class | n=1|n=2|n=3| n=4 n=>5
ALL 4 16 256 | 65,536 | 4,294,967,296
L 4 8 20 92 2,744
A 3 5 10 32 382
TABLE 4.2

NUMBER OF VARIABLES TO REPRESENT m-OUT-OF-20 CODE TO BINARY
CONVERTER: BEST SOLUTIONS (n = 20) [86].

t : Max compound degree
k 1 2 3 4 5
20019 13 10 8 7
190 {19 14 12 10 9 9

1140 | 19 16 13 12 12

4845119 16 15 15 15 15

NI B

* denotes optimal solution proved by theorem.

obtained from f by an invertible affine transformation of
the input variables. When ¢;o = 0 for all + = 1,...,n, then
the transformation is linear.

Nechiporuk enumerated the affine equivalence classes of
logic functions for up to n = 5 variables. Also, he obtained
the minimum circuit for each representative function for
n = 4. Assume that linear transformation is freely available.
Then, one can select the most economical circuit (function),
among the logic functions in the equivalence class. Table
4.1 compares the number of different equivalence classes. L
denotes the linear transformation, and A denotes the affine
transformation. The numbers of affine equivalence classes are
denoted by A, and they are 32 for n = 4, and 382 for n = 5.

Nechiporuk used linear decomposition to realize completely
specified logic functions. On the other hand, I used lin-
ear decomposition to reduce the number of variables for
incompletely specified index generation functions [72]. I
also assume that the circuit is programmable. Thus, L is
implemented by EXOR gates, multiplexers and registers [75],
while G is implemented by a memory. The cost is measured
by the number of bits to store the functions. Thus, the cost for
L is O(np), while the cost for G is O(¢2P), where ¢ < p <mn
and ¢ = [log, k1. In this case, the minimization of the number
of the variables p for the memory is the key issue of the design.
After spending more than 10 years, we had the following:

Theorem 4.1: [89] Any incompletely specified index gen-
eration function with k registered vectors, can be represented
with at most p = [2log, k] — 2 variables, when a linear
decomposition is used.

The number of variables to represent an m-out-of-20 code
to binary number converter is investigated for different values
of compound degrees t, and for different values of m. The
original number of variables is n = 20. The number of
registered vectors is k = (i?), and the function requires at
least ¢ = [logy(k + 1)] variables. Table 4.2 compares the
results’. When the compound degree is one (t = 1), all the
converters required 19 variables. For m = 1,2 and 3, with
the increase of the compound degree ¢, the necessary number

For some entries, minimality are not proved yet.



of variables decreased. The entry with * denotes an optimum
solution proved by the lower bound [log,(k + 1)].

As shown in Table 4.2, linear decompositions of index
generation functions are quite effective.

V. MULTIPLE-OUTPUT LINEAR CIRCUITS

The index generation unit (IGU) contains a linear part. So,
I considered a design method for linear circuits consisting of
fan-in limited EXOR gates [88].

Example 5.1: Consider the following linear functions:

Y1 = T1 D22 D3 Dy
Y2 = X1 DT2Da3Drs
Y3 = X1 DT D a3 D g
Y = T1Dx2DT3DB7

The straightforward representation requires 4 x 4 = 16
literals. However, by extracting the common clause v =
1@ x2P w3, we have the following extracted representation:

u = T1Dx2Dx3
Y1 = udxy
Y2 = uduzxs
Yys = uDwg
Yya = udzy

Note that the extracted representation requires 344 x 2 = 11
literals. When the fan-in limitation of EXOR gates is p =
3, the straightforward realization (Fig. 5.1) requires 8 gates,
instead of 4 gates, since to implement a 4-input EXOR gate,
we need two EXOR gates. On the other hand, the extracted

realization (Fig. 5.2) requires only 5 gates. |
X1y x4—
X2 — - I
x3 yl yl
x4
x1 |
X2 — | x5 ]
x3 y2 I y2
x5 Y
x1
x1 _
x% — — x2 x6 ]
X y — -
. x3 y3
x1 __ g
X2 — —
x3 T va Xt I
xt v4
Fig. 5.1.  Straightforward Fig. 5.2. Extracted Realization

Realization

An n-input m-output linear circuit can be designed using
a characteristic function of two variables, where the first
variable takes n values, while the second variable takes m
values.

Fig. 5.3 shows the map for the straightforward realization,
while Fig. 5.4 shows the map for the extracted realization.
Each loop corresponds to an EXOR gate. It shows the input

variables and output connections. For example, the top loop
in Fig. 5.3 corresponds to the top gate in Fig. 5.1. The inputs
of the gate are 1, x3, x3 and x4, and the output is connected
to y1. The large loop in Fig. 5.4 corresponds to the extracted
gate in Fig. 5.2. The inputs of the gate are x1, z2 and x3, and
the output is connected to y1,ys2,y3 and yy.

112(3|4|5|6]|7
1 [1]1]1]1)
x2| 2 [1[1]1 1
3 [1]1]1 1]
4 [1]1]1 1)

Fig. 5.3. Map for Straightforward Realization
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Fig. 5.4. Map for Extracted Realization.

Example 5.2: Consider the function that appears in Exam-
ple 5.1. Fig. 5.5 shows the map for the non-disjoint EXOR
cover. In this map, the columns 4 and 5 are interchanged.
Note that the cells covered by two loops cancel each other.
Thus, this map represents the same characteristic functions as
Figs. 5.3 and 5.4. However, we have a different formulas:

Y2 = X1 DT2Da3Drs
Y1 = Y20r4Dxs
Ys = Y2D x5 Dxs
Yo = Y2 Dx5 Dy

In this case, the number of the connections is 13, which is
larger than that of the extracted solution shown in Fig. 5.4.
However, when the fan-in limitation is p = 4, it requires only
four EXOR gates, as shown in Fig. 5.6. [ ]
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Fig. 5.6. Non-disjoint EXOR cover-based realization.

As shown in the examples, the design of a linear circuit can
be done on a map of a multi-valued two-variable characteristic
function. A multi-valued ESOP minimizer EXMIN2[62] was
used to find these solutions. Viva EXOR logic synthesis!

VI. CONCLUDING REMARKS

This paper briefly summarizes the authors research on
EXOR logic synthesis for the past 36 years. Part of the
material in this paper was taken from [70], [79], [86], [88].

1) AND-EXORs (ESOPs) realize symmetric functions and
adders more efficiently than AND-ORs (SOPs). An
arbitrary symmetric functions of n = 2r variables can be
represented by an ESOP with at most 2 -3"~! products,
while an SOP requires up to 2"~ ! products.

2) Heuristic ESOP minimizers are available, however an
exact minimum ESOP is hard to obtain. Unlike SOP,
lower bounds on the number of products in ESOP are
hard to obtain. Thus, the minimality of solutions of some
of the entries in Tables 1.1 and 1.2 are still not proved
yet.

3) In CMOS technology, an EXOR gate is more expensive
than a NAND (NOR) gate. However, in FPGAs, the
costs are the same.

4) AND-OR-EXOR is promising. One method is to repre-
sent a function f by an ESOP, and partition the products
into 7 groups so that each group is represented as a
disjoint SOP [60], and represent f by

f:Fl@F2@"'@Fr-

5) Linear decomposition is useful for index generation
functions. Heuristic minimizers for index generation
functions are available. However, exact minimum solu-
tions are still hard to obtain. Minimality of solutions of
some of entries in Table 4.2 are still not proved yet.

6) A multiple-output linear circuit can be design by its
characteristic function. However, the exact minimum
circuit is hard to derive.

7) Logic synthesis using linear decomposition requires the
knowledge of affine equivalence classes.

8) EXOR logic synthesis is more complicated than AND-
OR logic synthesis. To develop a new tool, knowledge
of group theory and spectral transform are helpful. To
find a useful theorem, many years are necessary.
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