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Abstract — A PLA minimization system having the following features is presented:
1) minimization of both two-level PLA’s and PLA’s with two-bit decoders;
2) optimal input variable assignment to the decoders;
3) optimal output phase assignment; and
4) essential prime implicants detection without generating all the prime implicants.

By using this system, 16 control circuits for microprocessors and 12 arithmetic functions were minimized under five conditions. PLA’s with two-bit decoders were 12 percent smaller than two-level PLA’s when the input variables were trivially assigned, and 25 percent smaller when optimally assigned. For the control circuits, more than half of the prime implicants in the solutions were essential. For the arithmetic functions, the output phase optimized PLA’s were 10 percent smaller than output phase trivial ones. The number of terms required to realize n-bit adders is $6 \cdot 2^n - 4n - 4$ for two-level PLA’s and $n^2 + 1$ for PLA’s with two-bit decoders.

Index Terms — Adder, complexity of logic circuits, decoder assignment, essential prime implicants, logic design, output phase optimization, programmable logic array, switching theory.

I. INTRODUCTION

As LSI systems become complex, time and cost for the logic design increases sharply. In order to shorten the design time and to minimize design errors, automatic design has become vitally important. Programmable logic arrays (PLA’s) are suitable for the automatic design because of their regular structure [1]–[3].

Several useful tools for the PLA design have been reported.
1) Minimization of logic expressions [4]–[8].
2) High-level language to PLA transformation [9]–[12].
3) Folding [13].

In this paper, we will consider the minimization of two types of PLA’s: two-level PLA’s (Fig. 2) and PLA’s with two-bit decoders (Fig. 6). It is known that the PLA’s with two-bit decoders generally requires smaller arrays than the two-level PLA’s. Table I shows the number of columns of PLA’s for various functions [14].

This paper describes a minimization system for PLA’s which has the following features. 1) It treats both two-level PLA’s and PLA’s with two-bit decoders. 2) It finds a near-optimal assignment of the input variables to the decoders. 3) It finds a near-optimal output phase assignment. 4) The minimization program for logical expressions finds all the essential prime implicants without generating all the prime implicants.

Section II describes a design method for minimal two-level PLA’s and PLA’s with two-bit decoders using characteristic functions. The two-bit adder (Table IV) is realized by a two-level PLA (Fig. 2) and a PLA with two-bit decoders (Fig. 6).

Section III describes an assign method for input variables to the decoders. The two-bit adder is further reduced by making an optimal bit pairing (Fig. 8).

Section IV describes a method for output phase assignment. The two-bit adder can be further optimized by complementing the most significant output (Fig. 9).

Section V describes the experimental results (Tables VI and VII).

Appendix A explains detail of the output phase assignment algorithm.

Appendix B describes the fast essential prime implicant detection method without generating all the prime implicants.

Appendix C derives the number of terms of PLA’s for n-bit adders (Table VIII).

II. PLA AND CHARACTERISTIC FUNCTIONS

In this section, we describe a design method for two-level PLA’s and PLA’s with two-bit decoders using characteristic functions.

A. Positional Cube Notation

A positional cube notation [4], [15], [16] is quite convenient for manipulating logical expressions.

Example 1: Consider a three-variable $(x_1, x_2, x_3)$ universe. The relation of implicants, their positional cube notations, and their meaning are shown in Table II.

In the positional cube notation, each variable is denoted by a binary pair: $x_i$ is denoted by 01, $\overline{x}_i$ is denoted by 10, and
DON'T CARE (missing variable) is denoted by 11. This representation has the meaning that 10 is the first of the two values (0) of the variable, 01 is the second value (1), and 11 is the first or the second or both values. The code 00 represents no value of the variable, and any cube containing a 00 for any variable position denotes a null cube.

With this notation, multiple-valued input binary functions, which will be explained in Section II-F, can be represented in a straightforward manner.

A list of cubes represents the union of the vertices covered by each cube and is called a cover. The covers exclusively covering 1's, 0's, and unspecified points are called, respectively, the ON cover, the OFF cover, and the DC cover.

### B. Characteristic Functions for Multioutput Functions

For an $n$-input $m$-output function, consider an $(n + 1)$ input two-valued output function where the output part is treated as an additional input variable. The variable which represents the output part takes $m$ values.

**Example 2:** A 2-input 2-output function shown in Table III(a) can be represented as Table III(b). $A$ denotes that "if $x_1 = 0$ and $x_2 = 0$, then $f_0 = 1$ and $f_1 = 0$," whereas $B$ denotes that "the combination $x_1 = 0$, $x_2 = 0$, $f_0 = 1$, and $f_1 = 0$ is permitted." The combination $x_1 = 0$, $x_2 = 0$, and $f_1 = 1$ is not contained in Table III(b), so it is not permitted. Let $F$ be the function which is represented by Table III(b), then $F$ will show all the permitted combination of inputs and outputs. $F$ is called characteristic function because it contains all and only the permitted combinations of inputs and outputs.

### C. Design of Two-Level PLA's

By using characteristic functions, we can design PLA's for multiple-output functions.

**Example 3:** Consider the function of Table III. The cover for the characteristic function $F$ can be simplified by using a minimization program (which will be described in Section II-F) as follows:

<table>
<thead>
<tr>
<th>Implicant</th>
<th>Positional Cube Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1 \cdot x_2$</td>
<td>$10 - 01 - 11$</td>
<td>minterms with $x_1 = 0, x_2 = 1, x_3 = 0$ or 1</td>
</tr>
<tr>
<td>$x_2 \cdot x_3$</td>
<td>$10 - 11 - 01$</td>
<td>minterms with $x_1 = 0$ or 1, $x_2 = 1, x_3 = 1$</td>
</tr>
<tr>
<td>$x_1 \cdot x_3$</td>
<td>$10 - 11 - 10$</td>
<td>minterms with $x_1 = 0$ or 1, $x_2 = 0$ or 1, $x_3 = 1$</td>
</tr>
<tr>
<td>$U = (\text{universe})$</td>
<td>$11 - 11 - 11$</td>
<td>minterms with $x_1 = 0$ or 1, $x_2 = 0$ or 1, $x_3 = 0$ or 1</td>
</tr>
<tr>
<td>$\emptyset = (\text{null})$</td>
<td>$10 - 10 - 00$</td>
<td>no minterms</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Implicant</th>
<th>Positional Cube Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1 \cdot x_2$</td>
<td>$10 - 01 - 11$</td>
<td>minterms with $x_1 = 0, x_2 = 1, x_3 = 0$ or 1</td>
</tr>
<tr>
<td>$x_2 \cdot x_3$</td>
<td>$10 - 11 - 01$</td>
<td>minterms with $x_1 = 0$ or 1, $x_2 = 1, x_3 = 1$</td>
</tr>
<tr>
<td>$x_1 \cdot x_3$</td>
<td>$10 - 11 - 10$</td>
<td>minterms with $x_1 = 0$ or 1, $x_2 = 0$ or 1, $x_3 = 1$</td>
</tr>
<tr>
<td>$U = (\text{universe})$</td>
<td>$11 - 11 - 11$</td>
<td>minterms with $x_1 = 0$ or 1, $x_2 = 0$ or 1, $x_3 = 0$ or 1</td>
</tr>
<tr>
<td>$\emptyset = (\text{null})$</td>
<td>$10 - 10 - 00$</td>
<td>no minterms</td>
</tr>
</tbody>
</table>

**Example 4:** Consider the two-bit adder (ADR2)

$$
\begin{array}{cccc}
+ & x_1 & x_2 & x_3 \vspace{10pt} \\
& x_3 & x_4 & f_0 & f_1 & f_2 \\
\hline
0 & 0 & 0 & 0 & 0 & 0 \vspace{10pt} \\
1 & 0 & 0 & 0 & 0 & 0 \vspace{10pt} \\
0 & 1 & 0 & 0 & 0 & 0 \vspace{10pt} \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
$$

The truth table for ADR2 is shown in Table IV. The characteristic function is represented by

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$x_2$</th>
<th>$x_3$</th>
<th>$x_4$</th>
<th>$f_0$</th>
<th>$f_1$</th>
<th>$f_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>00</td>
</tr>
<tr>
<td>01</td>
<td>01</td>
<td>10</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>00</td>
</tr>
<tr>
<td>10</td>
<td>11</td>
<td>01</td>
<td>10</td>
<td>00</td>
<td>00</td>
<td>00</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>00</td>
<td>01</td>
<td>00</td>
<td>00</td>
<td>00</td>
</tr>
</tbody>
</table>

It can be minimized to

$$
\begin{array}{cccc}
01 & 11 & 01 & 11 \\
11 & 01 & 11 & 10 \\
01 & 11 & 11 & 00 \\
10 & 01 & 10 & 01 \\
01 & 01 & 01 & 11 \\
10 & 01 & 10 & 00 \\
01 & 10 & 10 & 00 \\
10 & 10 & 10 & 10 \\
\end{array}
$$

Fig. 2 shows the two-level PLA for ADR2.

(End of Example)
D. PLA's with Two-Bit Decoders

As shown in Table I, PLA's with two-bit decoders generally require smaller arrays than two-level PLA's. The two-bit decoder shown in Fig. 3 generates all the maxterms of the two variables, i.e., \((x_1 \lor x_2, x_1 \lor \bar{x}_2, \bar{x}_1 \lor x_2, \text{and } \bar{x}_1 \lor \bar{x}_2)\). Note that the decoder here generates maxterms instead of minterms. An arbitrary two-variable function can be represented by a product of maxterms (a canonical product-of-sums expression)

\[
f(x_1, x_2) = (c_0 \lor x_1 \lor x_2) \cdot (c_1 \lor x_1 \lor \bar{x}_2) \\
\cdot (c_2 \lor \bar{x}_1 \lor x_2) \cdot (c_3 \lor \bar{x}_1 \lor \bar{x}_2)
\]

where \(c_i (i = 0, 1, 2, 3)\) is a constant 0 or 1.

An arbitrary two-variable function can be uniquely specified by a vector \((c_0, c_1, c_2, c_3)\).

**Example 5:** When \((c_0, c_1, c_2, c_3) = (1, 0, 0, 1)\),

\[
f(x_1, x_2) = (x_1 \lor \bar{x}_2) \cdot (\bar{x}_1 \lor x_2) = x_1x_2 \lor \bar{x}_1\bar{x}_2.
\]

(End of Example)

By making the AND of the maxterms for \(c_i = 0\), we can realize a logic function represented by \((c_0, c_1, c_2, c_3)\).

**Example 6:** Fig. 4 realizes \(f(x_1, x_2) = x_1x_2 \lor \bar{x}_1\bar{x}_2\).

(End of Example)

**Example 7:** Fig. 5 realizes a function

\[
f = f_1(x_1, x_2) \cdot f_2(x_3, x_4) \cdot f_3(x_5, x_6)
\]

where

\[
f_1(x_1, x_2) = x_1x_2 \lor \bar{x}_1\bar{x}_2,
\]

\[
f_2(x_3, x_4) = x_3x_4 \lor \bar{x}_3\bar{x}_4,
\]

\[
f_3(x_5, x_6) = x_5x_6 \lor \bar{x}_5\bar{x}_6.
\]

In other words,

\[
f = (x_1x_2 \lor \bar{x}_1\bar{x}_2) \cdot (x_3x_4 \lor \bar{x}_3\bar{x}_4) \cdot (x_5x_6 \lor \bar{x}_5\bar{x}_6).
\]

This is a coincidence function for three bits. If we realize this function by a two-level PLA, we need 8 columns.

(End of Example)

E. Positional Cubes for PLA's with Two-Bit Decoders

Consider the function \(f\) in Example 7. Let the input variables be partitioned into \(X_1 = (x_1, x_2), X_2 = (x_3, x_4), \text{and } X_3 = (x_5, x_6)\). Then, \(X_i (i = 0, 1, 2)\) takes four values 00, 01, 10, and 11. Now, \(f\) can be represented by a positional cube

<table>
<thead>
<tr>
<th>(X_1)</th>
<th>(X_2)</th>
<th>(X_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>00</td>
<td>00</td>
<td>00</td>
</tr>
<tr>
<td>01</td>
<td>01</td>
<td>01</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
</tbody>
</table>

This shows that \(f = 1\) if \((X_1 = 00 \text{ or } 11)\) and \((X_2 = 00 \text{ or } 11)\)
882
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Lemma 2.1: Suppose that \( n = 2^r \), where \( r \) is a positive integer. Let the input variables be partitioned into \( X_1 = (x_1, x_2), X_2 = (x_3, x_4), \ldots, X_r = (x_{2i-1}, x_{2i}) \).

1) Each column of a PLA with two-bit decoders realizes a function which has a form

\[
\prod_{i=1}^{r} f_i(x_1, x_2) \cdot f_2(x_3, x_4) \cdots f_n(x_{2i-1}, x_{2i})
\]

where \( f_i(x_{2i-1}, x_{2i}) \) is an arbitrary function of two variables.

2) A function realized by each column can be represented by a cube

\[
c^0 c_1 c_2 c_3 = c^0 c_1 c_2 e_2 c_3 - \cdots - c^0 c_1 c_2 c_3.
\]

Proof: Let \( l = 2i \).

1) Each decoder for \( X_i = (x_{2i-1}, x_{2i}) \) generates all the maxterms of the two variables, i.e.,

\[
(x_{2i-1} \vee x_{2i}), (x_{2i-1} \vee \overline{x}_{2i}), (\overline{x}_{2i-1} \vee x_{2i}), \text{ and } (\overline{x}_{2i-1} \vee \overline{x}_{2i}).
\]

Each column of the PLA realizes a function \( P \)

\[
\prod_{i=1}^{r} (c^0 \vee x_{2i-1} \vee x_{2i}) \cdot (c^1 \vee x_{2i-1} \vee \overline{x}_{2i}) \cdot (c^2 \vee \overline{x}_{2i-1} \vee x_{2i})
\]

\[
\cdot (c^3 \vee \overline{x}_{2i-1} \vee \overline{x}_{2i})
\]

where

\[
c^j = \begin{cases} 
0 & \text{if there is an AND connection} \\
1 & \text{if there is no connection.}
\end{cases}
\]

An arbitrary function \( f_i(x_{2i-1}, x_{2i}) \) can be represented by a canonical product-of-sums expression

\[
(c^0 \vee x_{2i-1} \vee x_{2i}) \cdot (c^1 \vee x_{2i-1} \vee \overline{x}_{2i}) \cdot (c^2 \vee \overline{x}_{2i-1} \vee x_{2i})
\]

\[
\cdot (c^3 \vee \overline{x}_{2i-1} \vee \overline{x}_{2i})
\]

where \( c^j = 0 \) or 1.

Hence, \( P = \bigwedge_{i=1}^{r} f_i(x_{2i-1}, x_{2i}) \), and we have proved part 1.

2) Because for each part \( f_i(x_{2i-1}, x_{2i}) \) can be uniquely represented by

\[
(c^0, c^1, c^2, c^3), \text{ we have proved part 2). (Q.E.D.)}
\]

Example 8: Let us design ADR2 of Example 4 by using PLA's with two-bit decoders. Suppose that the input variables are partitioned as \( X_1 = (x_1, x_2) \), and \( X_2 = (x_3, x_4) \). The characteristic function is represented by

<table>
<thead>
<tr>
<th>( X_1 )</th>
<th>( X_2 )</th>
<th>( f_0, f_1, f_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0100</td>
<td>0 0 1</td>
</tr>
<tr>
<td>1000</td>
<td>0010</td>
<td>0 1 0</td>
</tr>
<tr>
<td>1000</td>
<td>0001</td>
<td>0 1 1</td>
</tr>
<tr>
<td>0100</td>
<td>1000</td>
<td>0 0 1</td>
</tr>
<tr>
<td>0100</td>
<td>0100</td>
<td>0 1 0</td>
</tr>
<tr>
<td>0100</td>
<td>0010</td>
<td>0 1 0</td>
</tr>
<tr>
<td>0100</td>
<td>0001</td>
<td>0 0 1</td>
</tr>
<tr>
<td>0010</td>
<td>1000</td>
<td>0 1 0</td>
</tr>
<tr>
<td>0010</td>
<td>0100</td>
<td>0 1 1</td>
</tr>
<tr>
<td>0010</td>
<td>0010</td>
<td>0 1 0</td>
</tr>
<tr>
<td>0010</td>
<td>0001</td>
<td>0 0 1</td>
</tr>
<tr>
<td>0001</td>
<td>1000</td>
<td>0 1 1</td>
</tr>
<tr>
<td>0001</td>
<td>0100</td>
<td>0 1 0</td>
</tr>
<tr>
<td>0001</td>
<td>0010</td>
<td>0 1 0</td>
</tr>
<tr>
<td>0001</td>
<td>0001</td>
<td>0 1 0</td>
</tr>
</tbody>
</table>

This can be minimized to

\[
\begin{bmatrix}
0111 & 0001 & 1 & 0 & 0 \\
0011 & 0111 & 1 & 0 & 0 \\
0001 & 0111 & 1 & 0 & 0 \\
1010 & 0101 & 0 & 0 & 1 \\
0101 & 1010 & 0 & 0 & 1 \\
1100 & 0010 & 0 & 0 & 1 \\
0110 & 0100 & 0 & 0 & 1 \\
1001 & 0001 & 0 & 0 & 1 \\
0111 & 1000 & 0 & 0 & 1 
\end{bmatrix}
\]

Fig. 6 shows the PLA with two-bit decoders for ADR2. Note that 0's in the input parts denote the AND connections while 1's in the output part denote OR connection.

(End of Example)

Theorem 2.1: Suppose that the assignment of the input variables to the decoders is fixed. The necessary and sufficient number of columns of the PLA for the function \( f_0, f_1, \ldots, f_{n-1} \) is equal to the number of products in a minimum sum-of-products expression for the characteristic function \( F \).

Proof: Let \( \Phi_1 \) be a minimum sum-of-product expres-
sion for $F$, and $t_1 = t(\mathcal{F})$ be the number of products in $\mathcal{F}_1$.
We can realize a PLA for the functions with $t_i$ columns in the way shown in Section II-D. Suppose that a minimum PLA which realizes the function $(f_0,f_1,\cdots,f_{m-1})$ has $s$ columns. Then, we can make a sum-of-products expression $\mathcal{F}$ with $s$ products which represents the characteristic function $F$. Because $\mathcal{F}$ is a minimum sum-of-products expression for $F$, we have $t_1 \leq s$. On the other hand, because the minimum PLA has $s$ columns, $s \leq t_1$. Hence, $t_1 = s$. (Q.E.D.)

F. Minimization of Characteristic Functions

From Theorem 2.1, we have the following. When the assignment of the input variables to the decoders is fixed, in order to minimize the size of the PLA, it is sufficient to obtain a minimum sum-of-products expression of the characteristic function.

Mathematically, the characteristic functions are defined as follows.

1) Characteristic function $f$ of a single output function is a mapping $f: P_1 \times P_2 \times \cdots \times P_r \rightarrow B$ where $P_i = \{0,1,\cdots,p_i-1\}$ and $i = 1,2,\cdots,r$. $p_i = 2^i (i = 1,2,\cdots,r)$ if PLA's with one-bit decoders (i.e., two-level PLA's) are used, and $p_i = 4 (i = 1,2,\cdots,r)$ if PLA's with two-bit decoders are used. In general, we can design PLA's where various sizes of decoders are used. In such case, if part $X_i$ has an $n_i$-input decoder, then $p_i = 2^{n_i}$.

2) Characteristic function $F$ of $m$-output function

$$f_j: P_1 \times P_2 \times \cdots \times P_r \rightarrow B$$

where

$$j = 0,1,\cdots,m - 1,$$

is a mapping

$$F: P_1 \times P_2 \times \cdots \times P_r \times M \rightarrow B$$

where

$$M = \{0,1,\cdots,m - 1\}$$

and

$$F(x_1,x_2,\cdots,x_r,j) = f_j(x_1,x_2,\cdots,x_r).$$

A class of functions which can be represented by

$$F: \bigtimes_{i=1}^{r} P_i \rightarrow B$$

where

$$P_i = \{0,1,\cdots,p_i - 1\}$$

is called a multiple-valued input binary function.

Theorem 2.2: An arbitrary multiple-valued input binary function can be represented by a sum-of-products expression

$$\mathcal{F}(x_1,x_2,\cdots,x_r) = \bigvee_{S} X_1^{s_1} \cdot X_2^{s_2} \cdots X_r^{s_r}$$

where $S \subseteq P_i$.

The authors have developed a program which obtains minimum sum-of-products expressions for multiple-valued input binary functions [18]. The algorithm is similar to Quine–McCluskey’s method for two-valued input logic functions. The only difference is that the input variables take multiple values. We used Tison's algorithm [16] to generate all the prime implicants. Unfortunately, in the case of multiple-valued input binary functions (which correspond to PLA's with decoders), the number of prime implicants is much larger than that of the corresponding two-valued input logic function (which corresponds to two-level PLA's). Therefore, minimization of expressions for PLA's with two-bit decoders is more time consuming than that of expression for two-level PLA's. We have confirmed that our minimization program obtains minimum solutions in a reasonable computation time by using a mainframe computer, up to 10-variable problems in the case of two-valued input binary functions (for two-level PLA's), and up to 5-variable problems in the case of four-valued input binary functions (for PLA's with two-bit decoders).

Because the computation time and memory storage for the minimization program increase exponentially with the number of inputs, it is impractical to try to find absolute minimum solutions for larger problems.

MINI [4] is a heuristic program which obtains near-minimum sum-of-products expressions for multiple-valued input binary functions. Because the computation time for MINI is in most cases, roughly speaking, proportional to the square of the number of the cubes in the final solution, MINI can minimize practical PLA’s with many inputs. Most PLA’s shown in Tables VI and VII were minimized within a few minutes by using APL MINI II on IBM 3081K with 2 megabytes of workspace. (MINI II is an improved version of MINI developed by the author; see Section V-C.) The authors have also developed a Fortran version of MINI II, which is about 5 times faster than the APL version.

III. Assignment of the Input Variables to the Decoders

The size of PLA’s with two-bit decoders can be reduced by optimizing the assignment of the input variables [14]. For the assignment problem, 16 different heuristic algorithms have
been developed. Even the simplest one produced about 10 percent smaller PLA’s than trivially assigned ones [17].

This section describes a simple algorithm which finds a near-optimal assignment of the input variables to the decoders. For simplicity, it is assumed that \( n = 2r \), where \( r \) is a positive integer.

**Definition 3.2:** Let an expression which represents \( f(\{x_1, x_2, \cdots, x_n\}) \) be \( F \). The number of distinct terms which are obtained by deleting literals of \( x_i \) and \( x_j \) from \( F \) is denoted by \( q(i,j) \).

**Example 9:** Let
\[
F = \overline{X_1}X_2X_3X_4 \lor \overline{X_1}X_2X_3X_4 \lor X_1\overline{X_2}X_3X_4 \lor X_1\overline{X_2}X_3X_4 \lor X_1\overline{X_2}X_3X_4.
\]

**TABLE VI**

<table>
<thead>
<tr>
<th>Circuit Name</th>
<th>Two-level PLA</th>
<th>PLA with two-bit decoders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output Phase</td>
<td>Output Phase</td>
</tr>
<tr>
<td></td>
<td>original</td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td>Trivial</td>
<td>Assignment</td>
</tr>
<tr>
<td></td>
<td>Assignment</td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td>output</td>
<td>original</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Output Phase</td>
</tr>
<tr>
<td></td>
<td></td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>original</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assignment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>original</td>
</tr>
</tbody>
</table>

**TABLE VII**

<table>
<thead>
<tr>
<th>Circuit Name</th>
<th>Two-level PLA</th>
<th>PLA with Two-bit Decoders</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output Phase</td>
<td>Output Phase</td>
</tr>
<tr>
<td></td>
<td>original</td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td>Trivial</td>
<td>Assignment</td>
</tr>
<tr>
<td></td>
<td>Assignment</td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td>output</td>
<td>original</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Output Phase</td>
</tr>
<tr>
<td></td>
<td></td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>original</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Assignment</td>
</tr>
<tr>
<td></td>
<td></td>
<td>near optimal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>original</td>
</tr>
</tbody>
</table>

Numbers in the parenthesis denote that of essential prime implicants.
The terms which are obtained by deleting the literals of \( x_3 \) and \( x_4 \) are
\[
\overline{x}_1x_2, \ x_1\overline{x}_2, \ x_1x_3, \ x_1\overline{x}_3, \text{ and } x_1x_2.
\]
The number of distinct terms is 4. So, we have \( q(3, 4) = 4 \). Similarly, we have \( q(1, 3) = q(2, 4) = 3 \), \( q(1, 2) = q(1, 4) = q(2, 3) = 4 \). (End of Example)

\( t(f; \Pi_y) \) denotes the number of terms in a minimum sum-of-products expression when \( x_i \) and \( x_j \) are paired to form a four-valued variable.

**Lemma 3.1:** Let \( \Pi_y = \{[1], [2], \ldots, [j], \ldots, [n]\} \).

\[ t(f; \Pi_y) \leq q(i,j). \]

**Proof:** Let \( \mathcal{F} \) be an expression for \( f \). Without loss of generality, we can assume that \( i = 1 \) and \( j = 2 \). Suppose that \( \mathcal{F} \) is represented by a sum-of-products expression
\[ \mathcal{F} = \bigvee_{S} x_1^{S_1} \cdot x_2^{S_2} \cdot x_n^{S_n} \]
where
\[ S = (S_1, S_2, \ldots, S_n) \]
and
\[ S_i \in \{*, 0, 1\}. \]

\( x_i^{S_i} \) represents a literal of \( x_i \), where
\[
\begin{align*}
1 & \text{ if } S_i = * \\
0 & \text{ if } S_i = 1 \\
\overline{0} & \text{ if } S = 0.
\end{align*}
\]

By combining the products which have the factor \( x_1^{S_1} \cdot x_2^{S_2} \cdot x_n^{S_n} \), we have
\[ \mathcal{F}_1 = \bigvee_{S^*} \Phi(x_1, x_2, S^*) \cdot x_3^{S_3} \cdot x_4^{S_4} \cdot \ldots \cdot x_n^{S_n} \]
where
\[ S^* = (S_3, S_4, \ldots, S_n) \]
and \( \Phi(x_1, x_2, S^*) \) is an expression which contains no other variables than \( x_1 \) and \( x_2 \).

Let \( t(\mathcal{F}_1) \) be the number of products in \( \mathcal{F}_1 \). Note that \( t(\mathcal{F}_1) \) is equal to the number of distinct factors which have form \( x_1^{S_3} \cdot x_2^{S_4} \cdot \ldots \cdot x_n^{S_n} \) in \( \mathcal{F}_1 \). By Definition 3.2, we have \( t(\mathcal{F}_1) = q(i,j) \). Suppose that \( x_1 \) and \( x_2 \) are paired to form a variable \( X_1 = (x_1, x_2) \), and that \( X_1^{T_1} \) is replaced by \( \Phi(x_1, x_2, S^*) \) where \( T_1 \subseteq \{00, 01, 10, 11\} \), then \( \mathcal{F}_1 \) becomes a sum-of-products expression for \( f \) under the partition \( \Pi_y \). Because \( t(f; \Pi_y) \) denotes the number of products in a minimum sum-of-products expression, we have \( t(f; \Pi_y) \leq t(\mathcal{F}_1) \).

Hence, \( t(f; \Pi_y) \leq q(i,j) \). (Q.E.D.)

The smaller \( t(f; \Pi_y) \), the simpler the expression for \( f \) becomes when \( x_i \) and \( x_j \) are paired to form a four-valued variable. Because it takes much computation time to obtain \( t(f; \Pi_y) \), we use an upper bound \( q(i,j) \) instead.

**Definition 3.3:** An assignment graph for an \( n \)-variable function \( f(x_1, x_2, \ldots, x_n) \) is a complete graph satisfying the following conditions:
1) \( G \) has \( n \) nodes (\( n = 2r \));
2) the weight of the edge \((i,j)\) is \( q(i,j) \).

**Algorithm 3.1** (near-optimal assignment of the input variable to the decoders):

1) Obtain a near-minimal sum-of-products expression for \( f \).
2) Obtain the assignment graph for \( f \).
3) Cover every node by disjoint edges so as to minimize the sum of the weights of the edges.
4) Obtain the partition of the variables corresponding to the edges.

Because Algorithm 3.1 is a heuristic one, it has no guarantee for optimality.

**Example 10:** Consider the function in Example 4.

1) The given expression is minimum.
2) Fig. 7 shows the assignment graph for the function of Example 4.
3) Edges (1,3) and (2,4) cover all the nodes of \( G \). The sum of the weight is 7 + 8 = 15 and is the minimum.
4) The partition of \( X \) is \( X = (X_1, X_2) \), where \( X_1 = (x_1, x_3) \) and \( X_2 = (x_2, x_4) \).
5) Fig. 8 shows the PLA with the input assignment optimized.

(End of Example)

In Algorithm 3.1, the most time is spent for obtaining a near-minimal sum-of-products expressions; the other time is relatively short.

**IV. OUTPUT PHASE OPTIMIZATION**

When realizing a multiple-output function \( f_0, f_1, \ldots, f_{m-1} \) by PLA’s, we often have the option to realize either \( f_i \) or \( f_{j+1} \) for each output. The freedom comes from the acceptability of either form as input to the next level. Since there are \( 2^n \) different output phase assignments for \( m \)-output functions, a nonexhaustive heuristic method is desired [4]. In this section, an efficient heuristic method for the problem is described [22].

**A. Double-Phase Characteristic Function**

First, we will introduce a double-phase characteristic function which represents a PLA with \( 2m \) outputs \( f_0, f_1, \ldots, f_{2m-1}, \bar{f}_0, \bar{f}_1, \ldots, \bar{f}_{2m-1} \).

**Definition 4.1:** Consider a set of \( m \) binary functions
\[ f_i: X \rightarrow B \]
where
\[ j = 0, 1, \ldots, m - 1 \]
and
\[ P_i = \{0, 1, \ldots, p_i - 1\}. \]

\( p_i = 2 \) if a two-level PLA is used and \( p_i = 4 \) if a PLA with two-bit decoders is used. A **double-phase characteristic function** is defined as
\[ F_D: \times_{i=1}^{n} P_i \times M_D \rightarrow B \]
where
\[ M_D = \{0, 1, \ldots, 2m - 1\} \]
two-bit adder function is where

\[ F_0(X_1, X_2, \ldots, X_n, j) = \begin{cases} f_j(X_1, X_2, \ldots, X_n) & (j = 0, 1, \ldots, m - 1) \\ f_{j-n}(X_1, X_2, \ldots, X_n) & (j = m, m + 1, \ldots, 2m - 1) \end{cases} \]

Lemma 4.1: \( F_D \) can be represented by the following expression:

\[ F_D(X_1, X_2, \ldots, X_n, y) = \bigvee_{(s_1, s_2, \ldots, s_m)} X_1^{s_1} \cdot X_2^{s_2} \cdot \cdots \cdot X_n^{s_m} \cdot y^R \]

where \( S_i \subseteq P_i \) and \( R \subseteq M_p \).

Example 11: Let us optimize the output phase of the two-bit adder ADR2 in Example 10. Let the partition of the input variables \( X = (x_1, x_2, x_3, x_4) \) be \( X_1 = (x_1, x_3) \) and \( X_2 = (x_2, x_4) \). An array for the double-phase characteristic function is

\[
F_D = \begin{bmatrix}
0001 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0111 & 0001 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0110 & 1110 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1001 & 0001 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1111 & 0110 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1111 & 1001 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1000 & 1111 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1010 & 1110 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1010 & 0001 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
1001 & 1110 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 
\end{bmatrix}
\]

Note that \( F_D \) represents a minimal PLA which realizes \( f_0, f_1, f_2, \tilde{f}_0, \tilde{f}_1, \tilde{f}_2 \) simultaneously.

(End of Example)

B. Idea of the Output Phase Optimization

The idea of the near-optimal output phase assignment algorithm will be illustrated by using the example.

Consider \( F_D \) of Example 11.

1) In order to realize \( f_0 \) only, two cubes are sufficient.

Proof: \( c_i \) shows that if \( X_1 = 11 \) and \( (X_2 = 00, 01, 10, \text{or} 11) \), then \( f_0 = 1 \). \( c_6 \) shows that if \( (X_1 = 01 \text{ or} 10) \) and \( X_2 = 11 \), then \( f_0 = 1 \). No other input combination makes \( f_0 = 1 \).

(Q.E.D.)

In a similar way, we can see the number of cubes to realize other functions. The following table shows the number of cubes which is sufficient to realize each function:

<table>
<thead>
<tr>
<th>Function</th>
<th>( f_0 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( \tilde{f}_0 )</th>
<th>( \tilde{f}_1 )</th>
<th>( \tilde{f}_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of cubes</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

2) In order to realize both \( f_0 \) and \( \tilde{f}_1 \) simultaneously, three cubes are sufficient.

Proof: \( c_1 \) shows that if \( X_1 = 11 \) and \( (X_2 = 00, 01, 10, \text{or} 11) \), then \( f_0 = 1 \). \( c_4 \) shows that if \( (X_1 = 01 \text{ or} 10) \) and \( X_2 = 11 \), then \( f_0 = \tilde{f}_1 = 1 \). \( c_7 \) shows that if \( (X_1 = 00 \text{ or} 11) \) and \( (X_2 = 00, 01, 10, \text{or} 11) \), then \( \tilde{f}_1 = 1 \). No other input combination makes \( f_0 \) or \( \tilde{f}_1 \) one.

(Q.E.D.)

In a similar manner, we can know the number of cubes which is sufficient to realize two functions simultaneously.

3) In order to realize \( f_0, \tilde{f}_1, \) and \( \tilde{f}_2 \) simultaneously, four cubes are sufficient.

Proof: \( c_1 \) shows that if \( X_1 = 11 \) and \( (X_2 = 00, 01, 10, \text{or} 11) \), then \( f_0 = 1 \). \( c_4 \) shows that if \( (X_1 = 01 \text{ or} 10) \) and \( X_2 = 11 \), then \( f_0 = \tilde{f}_1 = 1 \). \( c_7 \) shows that if \( (X_1 = 00 \text{ or} 11) \) and \( (X_2 = 00, 01, 10, \text{or} 11) \), then \( \tilde{f}_2 = 1 \). No other input combination makes \( f_0 \) or \( \tilde{f}_1 \) equal to one.

(Q.E.D.)

4) In order to realize \( f_0, f_1, f_2, \tilde{f}_0, \tilde{f}_1, \) and \( \tilde{f}_2 \) at the same time, all 8 cubes are sufficient.

Proof: Theorem 2.1.

(Q.E.D.)

From (1)–(4), we can see as follows.

Proposition 4.1: The number of products which is sufficient to realize a set of functions is equal to the number of cubes which have 1's in the corresponding outputs in \( F_D \).

Definition 4.3: An assignment vector \( \mathbf{v} = (v_0, v_1, \ldots, v_{m-1}) \)
is a binary vector which denotes the output phase assignment $F^* = (f_0^*, f_1^*, \cdots, f_m^*)$ where

$$f_j^* = \begin{cases} f_j & \text{if } v_j = 1 \\ \bar{f}_j & \text{if } v_j = 0 \end{cases} \quad \text{and } j = 0, 1, \cdots, m - 1.$$ 

From Proposition 4.1 and Definition 4.3, we can formulate the near-optimal output phase assignment problem as follows.

**Problem 4.1:** Let $F_p$ be a minimum sum-of-products expression for $F_p$, $v$ be an assignment vector, and $F_p^*$ be a set of the cubes of $F_p$ which have 1's in the corresponding output of $F^*$. Find a vector $v$ which makes $t(F_p^*)$ minimum.

When $m$ (the number of output functions) is small, then we can solve Problem 4.1 by exhaustion. But when $m$ is large, we need an algorithmic way to solve it.

Note that only the output part of $F_p^*$ contains all the information necessary to find an optimal solution for Problem 4.1.

**Definition 4.4:** Let $F_p^*$ be a minimal sum-of-products expression for $F$.

An output matrix: $G = \{g_{ij}\}$ for $F_p^*$ is the output part of $F_p^*$. $g_{ij} = 1$ iff the $j$th output of the $i$th cube is one, and $g_{ij} = 0$, otherwise.

**Example 12:** The output matrix $G$ for $F_p^*$ of Example 11 is

$$G = \begin{pmatrix} f_0 & f_1 & f_2 & \bar{f}_0 & \bar{f}_1 & \bar{f}_2 \\ 1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 & 1 & 0 \end{pmatrix}$$

By using the output matrix, Problem 4.1 can be restated as follows.

**Problem 4.2:** Let $G = \{g_{ij}\}$ be an output matrix. Find an assignment vector $v = (v_0, v_1, \cdots, v_{m-1})$ which makes

$$s = \sum_{j=1}^{t}\left( \prod_{j=0}^{m-1} g_{ij} \cdot v_j \right)$$

minimum.

From here, we will consider a method to find an optimal solution for Problem 4.2 by using covering expressions. By inspects the output matrix $G$ of Example 12, we can see as follows.

In order to realize each function, the following cubes are necessary:

For $f_0$, $f_1$ and $p_4$ : For $f_0$, $p_1$ and $p_6$ 
For $f_1$, $p_2$ and $p_3$ : For $f_1$, $p_4$ and $p_7$ 
For $f_2$, $p_5$ : For $f_2$, $p_8$.

The above six statements can be combined into following three statements.

In order to realize $(f_i \text{ or } \bar{f}_i)$, $(j = 0, 1, 2)$, the following cubes are necessary:

For $(f_0 \text{ or } \bar{f}_0)$, $(p_1$ and $p_4)$ or $(p_2$ and $p_6)$:
For $(f_1 \text{ or } \bar{f}_1)$, $(p_2$ and $p_3)$ or $(p_4$ and $p_7)$:
For $(f_2 \text{ or } \bar{f}_2)$, $p_5$ or $p_8$.

From the above three statements, we have the following statement. In order to realize $(f_0 \text{ or } \bar{f}_0)$ and $(f_1 \text{ or } \bar{f}_1)$ and $(f_2 \text{ or } \bar{f}_2)$, we need $\{(p_1 \text{ and } p_4)$ or $(p_2 \text{ and } p_6)\}$ and $\{(p_2 \text{ and } p_3)\}$ and $\{(p_4 \text{ and } p_7)\}$ and $\{(p_5 \text{ and } p_8)\}$.

We can simply represent the condition by the following expression:

$$Q = (p_1 \cdot p_4 \lor p_2 \cdot p_6) \cdot (p_2 \lor p_3) \cdot (p_4 \lor p_7) \cdot (p_5 \lor p_8)$$

This is called a covering expression, which will be formally defined in Definition 4.5. If we realize $(f_0, f_1, f_2)$, we need $(p_1 \cdot p_4) \cdot (p_2 \cdot p_3) \cdot p_5 = p_1 \cdot p_2 \cdot p_3 \cdot p_5 \cdot p_6$, i.e., the product of the three first terms in the parenthesis of the expression. In this case, we need five cubes. If we realize $(f_0, f_1, f_2)$, we need $(p_1 \cdot p_4) \cdot (p_4 \cdot p_7)$ or $p_3 = p_1 \cdot p_4 \cdot p_5 \cdot p_7$, i.e., the product of the first, the second, and the first terms in the parenthesis of the expression. In this case, we need four products. For other output phase assignments, we can obtain the number of cubes in a similar way. It is easy to see that by expanding $Q$ into sum-of-products expression, we can obtain the number of cubes necessary to realize for all possible output phase assignments. Table V shows the number of cubes which are sufficient to realize for each output phase assignment.

**Definition 4.5:** Let $G$ be an output matrix. A covering expression $Q$ of $G = \{g_{ij}\}$ is

$$Q(p_1, p_2, \cdots, p_6) = \bigwedge_{j=1}^{m-1} \left( \bigwedge_{i=1}^{t} \left( \bigvee_{j=0}^{m-1} \bar{g}_{ij} \cdot v_j \right) \right)$$

where $t$ is the number of rows in $G$.

**Example 13:** The covering function of $G$ in Example 12 is

$$Q(p_1, p_2, \cdots, p_6) = (p_1 \lor p_4) \cdot (p_2 \lor p_5 \lor p_4) \cdot (p_3 \lor p_5)$$

(End of Example)
C. Output Phase Optimization Algorithm

Algorithm 4.1 (near-optimal output phase assignment):
1) Obtain the double-phase characteristic function $F_{D}$, and minimize it.
2) Obtain the output matrix $G$.
3) Obtain a (near-) optimal assignment vector $v$ for $G$ as follows.

Let $m$ be the number of outputs.
When $10 < m < 30$, obtain $v$ by expanding covering expression.
When $m \leq 10$, obtain $v$ by a branch and bound method.
(See Algorithm A.1 and Example A.1 in Appendix A.)
When $m \geq 30$, obtain $v$ by a heuristic method which produces a near-optimal solution. (See Algorithm A.2 and Example A.2 in Appendix A.)
4) $F^v = (f_0^v, f_1^v, \ldots, f_{m-1}^v)$ is a (near-) optimal output phase assignment.
5) Let $s$ be the number of terms to realize $F^v$.

**Theorem 4.1:** Multiple-output function $F^v = (f_0^v, f_1^v, \ldots, f_{m-1}^v)$ can be realized with at most $s$ products, where $v$ and $s$ are obtained in Algorithm 4.1.

**Proof:** Clear from the explanation after Example 11.
(Q.E.D.)

**Example 14:** In Example 13, the product term $p_2 p_3 p_4 p_6$ has four letters and it is minimum. The double-phase characteristic function corresponding to $p_2 p_3 p_4 p_6$ is

$$
F^v_D = 
\begin{bmatrix}
0110 & 1110 & 010100 \\
1001 & 0001 & 010000 \\
1111 & 0110 & 001000 \\
1000 & 1111 & 000100
\end{bmatrix}
$$

Thus, $F^v$ can be realized with at most four terms and the assignment vector for it is $v = (0, 1, 1)$.

Obtained output phase assignment is $(f_0, f_1, f_2)$.
The characteristic function for $(f_0, f_1, f_2)$ is

$$
F^v = 
\begin{bmatrix}
0110 & 1110 & 110 \\
1001 & 0001 & 010 \\
1111 & 0110 & 001 \\
1000 & 1111 & 100
\end{bmatrix}
$$

Fig. 9 shows the realization of ADR2. (End of Example)

D. Functions with Don’t Cares

For the functions with don’t cares, step 1) of Algorithm 4.1 should be modified as follows.
1) Obtain the double-phase characteristic function $F_D$ and double-phase don't care characteristic function $H_D$ (Definition 4.6). Minimize $F_D$ by using $H_D$.

**Definition 4.6:** Let a set of $m$ binary functions $h_j: \bigotimes_{i=1}^n P_i \rightarrow B (j = 0, 1, \ldots, m - 1)$ denote the unspecified part of the functions; i.e., $j$th function is undefined if $h_j = 1$. A double-phase don't care characteristic function is defined as

$$
H_D: \bigotimes_{i=1}^n P_i \times M_D \rightarrow B
$$

where

$$
H_D(X_1, X_2, \ldots, X_n, j)
\begin{cases}
 h_j(X_1, X_2, \ldots, X_n) & \text{when } j = 0, 1, \ldots, \text{ or } m - 1, \\
 h_{j-m}(X_1, X_2, \ldots, X_n) & \text{when } j = m, m + 1, \ldots, 2m - 1.
\end{cases}
$$

**Example 15:** Consider the following 3-input 3-output function with don’t cares:

$$
F =
\begin{bmatrix}
10-10-10-100 & 10-01-10-011 & 10-01-10-010 \\
10-01-10-010 & 10-01-10-010 & 01-10-01-110 \\
01-10-01-110 & 01-10-01-001 & 01-01-01-111
\end{bmatrix}
$$

1) The double-phase characteristic functions are

$$
F_D =
\begin{bmatrix}
10-10-10-00000 & 10-01-10-00000 & 10-01-10-01100 \\
10-01-10-01100 & 10-01-10-01100 & 01-10-01-11000 \\
01-10-01-11000 & 01-10-01-00100 & 01-10-01-00100 \\
01-10-01-00011 & 01-10-01-00011 & 01-10-01-00010 \\
01-10-01-00010 & 01-10-01-00010 & 01-10-01-00011 \\
01-01-01-11111 & 01-01-11-10001 & 01-01-10-01101
\end{bmatrix}
$$

Note that the output part of $H_D$ is doubled by the simple concatenation of the copy.
2) $F_D$ is minimized to $F^v_D$

$$
F^v_D =
\begin{bmatrix}
11-11-01-10100 & 10-01-11-10001 & 01-10-01-01100 \\
10-01-11-10001 & 10-01-10-01100 & 01-10-01-01100 \\
10-01-10-01100 & 01-10-01-01100 & 01-01-11-11111
\end{bmatrix}
$$
3) The output matrix for $F^*_2$ is

$$G = \begin{bmatrix}
101000 & p_1 \\
100011 & p_2 \\
011000 & p_3 \\
011100 & p_4 \\
001110 & p_5
\end{bmatrix}$$

4) The covering expression is

$$Q(p_1, p_2, p_3, p_4, p_5) = (p_1 \cdot p_2 \lor p_4 \cdot p_3) \cdot (p_3 \cdot p_4 \lor p_2 \cdot p_3) \cdot (p_1 \cdot p_3 \cdot p_4 \cdot p_5 \lor p_3)$$

$$= p_1 \cdot p_2 \cdot p_3 \cdot p_4 \cdot p_5 \lor p_1 \cdot p_2 \cdot p_3 \cdot p_4 \cdot p_5 \lor p_1 \cdot p_2 \cdot p_3 \cdot p_4 \cdot p_5 \lor p_1 \cdot p_2 \cdot p_3 \cdot p_4 \cdot p_5 \lor p_1 \cdot p_2 \cdot p_3 \cdot p_4 \cdot p_5 \lor p_1 \cdot p_2 \cdot p_3 \cdot p_4 \cdot p_5$$

5) The product $p_1 \cdot p_2 \cdot p_3$ has three letters. The double-phase characteristic function corresponding to $p_1 \cdot p_2 \cdot p_3$ is

$$F^*_m = \begin{bmatrix}
11-11-01-101000 \\
10-10-11-100011 \\
01-01-11-001110
\end{bmatrix}$$

6) The assignment vector is $v = (1, 0, 0)$.

7) The obtained output phase is $(f_0, f_1, f_2)$.

(End of Example)

V. EXPERIMENTAL RESULTS

A. Assignment of Input Variables and Output Phase Optimization

Table VI shows the number of columns of PLA's for arithmetic functions. For example, the third row shows the number of columns for 3-bit adders. It is a 6-input 4-output function, and originally has 63 product terms. For the two-level PLA, it requires 31 columns when the output phase is trivial, and 25 columns when the output phase is near-optimal. For the PLA's with two-bit decoders, it requires 23 columns when the assignment of the input variables to the decoders is trivial, ten columns when the assignment is near-optimal, and eight columns when both the assignment of the input variables and output phase are near-optimal.

From Table VI, we can see that PLA's with two-bit decoders are, on the average, 15 percent smaller than two-level PLA's when the assignments of the input variables are trivial, and 30 percent smaller when the assignments of the input variables are near-optimal. The output phase optimized PLA's are, on the average, 10 percent smaller than output phase trivial ones.

Table VII shows the number of columns for control circuit for microprocessors. In this case, PLA's with two-bit decoders are, on the average, 10 percent smaller than two-level PLA's when the assignments of the input variables are trivial, and 20 percent smaller when the assignments of the input variables are near-optimal. However, the output phase optimization reduced sizes only 3–6 percent.

Note that the size for the logarithm function ($n = 6$) for Table VI is worse than expected. This is due to the heuristics used in Algorithm 3.1 and the minimization algorithm MINI II. This shows that the heuristics or MINI II are not perfect, but they usually produce good solutions in a reasonable time.

Incidentally, for randomly generated functions of eight-variables ($d = 40$ percent; the number of the minterms is, on the average, 102.4), PLA's with two-bit decoders are, on the average, 24 percent smaller than two-level PLA's when the assignments of the input variables are trivial, and 32 percent smaller when the assignments of the input variable are optimal [14]. In this case, the optimal input variable assignments were obtained by exhaustion. There are 105 different ways for partitioning eight-input variables into four groups. We minimized 105 different expressions for each function. Minimization of the expressions was done by using Quine-McCluskey method which obtains absolute minimum solutions.

B. Minimization Program

A PLA minimization program MINI [4] have been enhanced for the new system. The new program MINI II has the following features.

1) It uses a fast recursive complementation algorithm [20] instead of the disjoint sharp algorithm [4].

2) It detects all the essential prime implicants without generating all the prime implicants (algorithm is shown in Appendix B).

3) It has a special slim operation which will reduce the connections of both the AND and the OR array. This operation is vitally important for both the input variable assignment and the output phase optimization.

4) It is about 4–10 times faster than original MINI.

The numbers in the parenthesis in Tables VI and VII show the number of essential prime implicants. In the case of the control circuits, more than a half of the prime implicants in the solutions were essential in most cases. This fact
considerably speeds up the minimization process for the control PLA's.

C. Computation Time

All the programs are written in APL and run on IBM 3081k with 2 Mbytes of storage. Computation time depends on the size of the problem. For example, the 4-bit multiplier took about 3 min to obtain a PLA with near-optimal input assignment (89 products), and an additional 3 min to obtain a PLA with output phase near-optimal (80 products). In this case, almost all the computation time were spent for minimizing logic expressions.

VII. Conclusion

Sixteen control circuits and 12 arithmetic functions were minimized under five conditions.

1) When the assignment of the input variables to the decoders were not considered, PLA's with two-bit decoders were, on the average, 12 percent smaller than two-level PLA's.

2) When the assignment of the input variables to the decoders were near-optimal, PLA's with two-bit decoders were, on the average, 25 percent smaller than two-level PLA's.

3) In the control circuits, more than half of the prime implicants in the solutions were essential in most cases. Thus, the detection of the essential prime implicants seems to be useful for these kind of problems.

4) In the arithmetic functions, the output phase near-optimized PLA's were, on the average, 10 percent smaller than nonoptimized ones.

The number of the columns for n-bit adders is obtained as follows:

\[ 6 \cdot 2^n - 4n - 5 \quad \text{for two-level PLA's.} \]

\[ n^2 + 1 \quad \text{for PLA's with two-bit decoders.} \]

APPENDIX A

NEAR-OPTIMAL OUTPUT PHASE ASSIGNMENT

Algorithm A.1 (Optimal assignment for G):
1) Let \( 2m \) be the number of columns of \( G \). If \( m \leq 10 \), then obtain \( v \) by exhaustion (using covering expression).

2) If \( G \) has a row with all 0's, delete it from \( G \).

3) If \( G \) has a column with all 0's, then let it be \( I_1 \), and do step 6) and Stop.

4) (When we can select a column without loosing the optimality, select it.) Let \( AG[i] \) denote the sum of the \( i \)th column of \( G \) \( (i = 0, 1, \ldots, 2m - 1) \). If the row(s) which have 1's in the \( I \)th column, have singleton 1 in the row(s), and if the row(s) which have 1's in the \( I \)th column have singleton 1 in the row(s), where \( I_2 = I_1 + m \) (mod \( 2m \)), then select either \( I_1 \) or \( I_2 \), which has smaller \( AG[I] \). Let it be \( I_1 \). Do step 6) and then Stop. (For example, we can arbitrary choose \( f_3 \) or \( f_2 \), in Example 12.)

5) (Branching) Find \( i \) such that the difference of \( AG[i] \) and \( AG[i + m] \) is maximum, where \( 0 \leq i \leq m - 1 \). If \( AG[i] \leq AG[i + m] \) then \( I_1 = i \) : (choose to realize \( f_i \)).

If \( AG[i] > AG[i + m] \) then \( I_1 = i + m \) : (choose to realize \( f_j \)).

6) (Obtain the solution which includes \( I_1 \)).

6.1) Reduce \( G \) by deleting the rows which have 1's in the \( I_1 \)th column. Then, reduce \( G \) by deleting \( I_1 \)th and \( I_2 \)th columns, where \( I_2 = I_1 + m \) (mod \( 2m \)).

6.2) Let \( G_1 \) be the reduced matrix. Find the optimal assignment by using this algorithm.

7) Let \( COST_1 \) be the number of cubes to realize function by using the optimal assignment vector of \( G_1 \).

8) (Bounding) By using Algorithm A.2, obtain \( LB \), the lower bounds on the number of cubes to realize functions in \( G \) when we select \( I_2 \) instead of \( I_1 \). If \( LB \geq COST_1 \) then choose \( I_1 \) and Stop.

9) (Obtain the solution which includes \( I_2 \)) Let \( COST_2 \) be the number of cubes to realize the function in \( G \) when we select \( I_2 \) instead of \( I_1 \). If \( COST_1 > COST_2 \) then choose the solution which include \( I_2 \) and Stop. Otherwise, choose the other solution obtained by step 6), and then Stop.

Example A.1: Consider the output matrix \( G \) in Example 11.

1) This step is skipped for illustration.

2) There is no row with all 0's.

3) There is no column with all 0's.

4) \( AG = [2 \ 2 \ 1 \ 2 \ 2 \ 1], m = 3 \). Let \( I_1 = 2 \), and \( I_2 = 5 \). Rows \( p_5 \) and \( p_9 \) have singleton 1's. Because \( AG[2] = AG[5] \), we can arbitrary choose \( I_1 = 2 \), which means we choose to realize \( f_2 \). Then, we will do step 6). Reduced matrix is

\[
\begin{bmatrix}
0 & 1 & 3 & 4 \\
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
G_1 = & 1 & 0 & 0 & 1 \\
& 0 & 0 & 1 & 0 \\
& 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

1) Now we are going to obtain an optimal assignment for \( G_1 \).

2) The last row is all 0's, so delete it.

\[
\begin{bmatrix}
0 & 1 & 3 & 4 \\
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 0 & 0 \\
G_1 = & 1 & 0 & 0 & 1 \\
& 0 & 0 & 1 & 0 \\
& 0 & 0 & 0 & 1 \\
\end{bmatrix}
\]

3) There is no column with all 0's.

4) \( AG = [2 \ 2 \ 2 \ 2] \).

5) We can arbitrarily choose \( I_1 = 0 \): (choose to realize \( f_0 \)).

6) Reduced matrix is
1) Now, we are going to obtain an optimal assignment for $G_2$.

2)

$$G_2 = \begin{bmatrix} 1 & 0 \\ 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}$$

3) There is no column with all 0's.
4) $AG_2 = [2 \ 1]$. We select the second column, i.e., $I_1 = 4$ and $I_2 = 1$ (choose to realize $f_1$).
7) Obtained assignment is $(f_0, f_1, f_2)$. COST1 = 4.
8) If we select $I_2 = 3$ instead of $I_1 = 0$ (i.e., if we choose to realize $f_0$), the reduced matrix is

$$G_2 = \begin{bmatrix} 0 & 0 \\ 1 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}$$

In Algorithm A.2
1) $AG = [1 \ 2]$
2) Lower bound on the cost of $G_2$ is 1.
8) $LB = 1 + 2 + 1 = 4$. Because COST1 = $LB$, $(f_0, f_1, f_2)$ is an optimal assignment. (End of Example)

Algorithm A.2 (Lower bound on the cost of $G$):
1) Let $AG[i]$ be the sum of $i$th column. ($i = 0, 1, \cdots, 2m - 1$).
2) If $m = 1$ then LB = min \{AG[i], AG[m + 1]\} and Stop.
3) If $m > 2$, then let $I$ be the argument which makes min\{AG[i], AG[i + m]\} maximum, where $i = 0, 1, \cdots, m - 1$. Reduce $G$ by deleting the rows which have 1's in the 11th or 12th columns, where $I_2 = I + m \mod 2m$. Then, reduce $G$ by deleting 11th and 12th columns. Let $G_1$ be the reduced matrix. Find the lower bound on the cost of $G_1$ by using this algorithm. Let it be $LB_1$. Let $LB = LB_1 + \max_{i,j} \{AG[i], AG[i + m]\}$. Stop.

Example A.2: Let us obtain a lower bound on the cost of $G$ in Example 12 by using Algorithm A.2.
1) $AG = [2 \ 2 \ 1 \ 2 \ 2 \ 1]$
2) $I_1 = 0$ (1st column). Reduced matrix $G_1$ is

$$G_1 = \begin{bmatrix} 1 & 2 & 4 & 5 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

3) Now, we will obtain the lower bound on the cost of $G_1$.
1) $AG_1 = [1 \ 1 \ 1]$.
2) $I_1 = 1$ (choose 1st column).
3) Reduced matrix $G_2$ is

$$G_2 = \begin{bmatrix} 2 & 5 \\ 1 & 0 \\ 0 & 1 \end{bmatrix}$$

The lower bound on the cost of $G_2$ is $LB_2 = 1$. The lower bound on the cost of $G_1$ is $LB_1 = 1 + 1 = 2$. Hence, the lower bound on the cost of $G$ is $LB = 2 + 2 = 4$.

(End of Example)

Algorithm A.3 (near-optimal assignment for $G$):
1) If the number of columns of $G$ is smaller than 20, obtain $v$ by exhaustion.
2) If $G$ has a row with all 0's, delete the row from $G$.
3) Let $WG[i]$ denote the number of 1's in $i$th row ($i = 1, 2, \cdots, t$). Let $AG[j] = \sum_i G[i,j]/WG[i]$.
4) Find $J$ such that $AG[J]$ is minimum. If $0 \leq J \leq m - 1$ then choose to realize $f_j$. If $m \leq J \leq 2m - 1$ then choose to realize $f_j$.
5) Let $I_1 = J$. Do step 6.1) of Algorithm A.1.
6) Let $G_1$ be the reduced matrix. Apply this algorithm for $G_1$.

Example A.3: Let us obtain a near-optimal assignment for $G$ of Example 12 by Algorithm A.3.
1) This step will be skipped for illustration.
2) There is no row with all 0's.
3) $WG = [1 \ 2 \ 1 \ 2 \ 1 \ 1 \ 1 \ 1]$

$$AG = [1.5 \ 1.5 \ 1.0 \ 1.5 \ 1.5 \ 1.0]$$

4) $J = 2$ (choose to realize $f_2$).
5) Reduced matrix is

$$G_1 = \begin{bmatrix} 0 & 1 & 3 & 4 \\ 1 & 0 & 0 & 0 \\ 0 & 1 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

6) Now, we will obtain a near-optimal assignment for $G_1$.
2) There is no row with all 0's.
3) $WG_1 = [1 \ 2 \ 1 \ 2 \ 1 \ 1]$

$$AG_1 = [1.5 \ 1.5 \ 1.5 \ 1.5]$$

4) $J = 0$ (choose to realize $f_0$).
5) Reduced matrix is
APPENDIX B
DETECTION OF THE ESSENTIAL PRIME IMPLICANTS WITHOUT
GENERATING ALL THE PRIME IMPLICANTS

In this section, we will show a fast essential prime implicant detection method without generating all the prime implicants. Although this method cannot detect the secondary essential prime implicants (prime implicants which correspond to the secondary essential rows [25]; also called secondary extremals [7]), our experiments show that this method is much faster than the local extraction algorithm [21]. This algorithm is also faster than that of [19].

**Definition A.1:** A product \( P = X_1 \cdot X_2 \cdot \cdots \cdot X_n \) is called an implicant of \( F \) if \( F \) is equal to one whenever \( P \) is equal to one, and denoted by \( P \leq F \). A prime implicant of \( F \) if \( P \leq F \) and \( S_i \), \( (i = 1, 2, \dots, n) \) are maximal. When \( P \leq F, F \) is said to cover \( P \).

**Definition A.2:** Let \( c \) be a cube of \( F \), and let \( v \) be a minterm of \( c \). If the prime implicant which covers \( v \) is unique, then \( c \) is an essential prime implicant, and \( v \) is distinguished minterm.

**Definition A.3:** A sum-of-products expression is said to be minimum if it consists of the minimum number of prime implicants.

**Lemma A.1:** A minimum sum-of-products expression for \( F \) contains all the essential prime implicants of \( F \), if any.

**Definition A.4:** Let \( c_1 \) and \( c_2 \) be cubes where 
\[
c_1 = X_1^{a_1} \cdot X_2^{a_2} \cdot \cdots \cdot X_n^{a_n} \quad \text{and} \quad c_2 = X_1^{b_1} \cdot X_2^{b_2} \cdot \cdots \cdot X_n^{b_n}.
\]

A consensus of \( c_1 \) and \( c_2 \) is
\[
\text{cons}(c_1, c_2) = \bigcup_{i=1}^{n} X_1^{a_i \oplus b_i} \cdot X_2^{a_i \oplus b_i} \cdot \cdots \cdot X_n^{a_i \oplus b_i}.
\]

**Definition A.5:** Let \( c \) be a cube and \( \mathcal{G} \) be an array. A consensus of \( c \) and \( \mathcal{G} \) is defined as \( \text{cons}(c, \mathcal{G}) = \bigcup_{g \in \mathcal{G}} \text{cons}(c, g) \).

**Theorem A.1:** Suppose that \( \mathcal{F} \) can be written as \( \mathcal{F} = c \lor \mathcal{G} \), where \( c \) is a prime implicant. Let \( \mathcal{H} = \text{cons}(c, G) \). If \( c \notin \mathcal{H} \), then \( c \) is essential.

**Proof:** Let \( c \) be a prime implicant where \( c = X_1^{a_1} \cdot X_2^{a_2} \cdot \cdots \cdot X_n^{a_n} \) and \( c \not\subseteq \mathcal{H} \). Because \( c \not\subseteq \mathcal{H} \), there exists a minterm, \( v = X_1^{b_1} \cdot X_2^{b_2} \cdot \cdots \cdot X_n^{b_n} \) such that \( v \in c \setminus \mathcal{H} \), where \( a_i \in S_i \), \((i = 1, 2, \cdots, n)\). Suppose that a prime implicant \( c' \) which is different from \( c \) covers \( v \), where \( c' = X_1^{c_{11}} \cdot X_2^{c_{12}} \cdot \cdots \cdot X_n^{c_{1n}} \). Because \( c \cap c' \neq \phi \) and \( c \not\subseteq c' \), we can assume that \( T_i - S_i \neq \phi \), and that there is a minterm in \( c' \) such that \( v' = X_1^{d_1} \cdot X_2^{d_2} \cdot \cdots \cdot X_n^{d_n} \), where \( b_i \in T_i - S_i \).

Because \( v' \not\subseteq c \) and \( v' 
ot\subseteq c' \), \( v' \) is a minterm of \( \mathcal{G} \). Therefore, there exists a cube \( d \) in \( \mathcal{G} \) which contains \( v' \). Let \( d = X_1^{p_1} \cdot X_2^{p_2} \cdot \cdots \cdot X_n^{p_n} \). Note that \( a_i \in D_i \) \((i = 1, 2, \cdots, n, i \neq k) \) and \( b_i \in D_i \). Consider a consensus of \( c \) and \( d \): \( h_i = \text{cons}(c, d) = X_1^{s_1} \cdot X_2^{s_2} \cdot \cdots \cdot X_n^{s_n} \). Because \( a_i \subseteq S_i \cap D_i \) \((i \neq k) \) and \( a_k \subseteq S_k \cup D_k \), we have \( v \not\subseteq h_i \).

However, this contradicts the hypothesis that \( v \in c \cdot \mathcal{H} \) because \( h_k \in \mathcal{H} \). Hence, the prime implicant which covers \( c \) is unique. In other words, \( v \) is distinguished minterm and \( c \) is an essential prime implicant. (Q.E.D.)

**Example A.4:** Consider an array consisting of prime implicants

\[
\mathcal{F} = \\
\begin{bmatrix}
01 - 01 - 1101 \\
01 - 10 - 0111 \\
10 - 01 - 0111 \\
10 - 11 - 0001 
\end{bmatrix}
\]

Let us find the essential prime implicants of the array. \( \mathcal{F} \) is written as \( \mathcal{F} = c_1 \lor \mathcal{G}_1 \), where 
\[
c_1 = \{01 - 01 - 1110\}
\]

and
\[
\mathcal{G}_1 = \begin{bmatrix}
01 - 10 - 0111 \\
10 - 01 - 0111 \\
10 - 11 - 0001 
\end{bmatrix}
\]

First, make a consensus of \( c_1 \) and \( \mathcal{G}_1 \),

\[
\mathcal{H}_1 = \text{cons}(c_1, \mathcal{G}_1) = \begin{bmatrix}
01 - 11 - 0110 \\
11 - 01 - 0110 
\end{bmatrix}
\]

Because \( c_1 \not\subseteq \mathcal{H}_1 \), \( c_1 \) is an essential prime implicant. \( \mathcal{F} \) is written as \( \mathcal{F} = c_1 \lor \mathcal{G}_2 \) where 
\[
c_2 = \{01 - 10 - 0111\}
\]

and
\[
\mathcal{G}_2 = \begin{bmatrix}
01 - 01 - 1110 \\
10 - 01 - 0111 \\
10 - 11 - 0001 
\end{bmatrix}
\]

Similarly, make a consensus of \( c_2 \) and \( \mathcal{G}_2 \),

\[
\mathcal{H}_2 = \text{cons}(c_2, \mathcal{G}_2) = \begin{bmatrix}
01 - 11 - 0110 \\
11 - 10 - 0001 
\end{bmatrix}
\]

Because \( c_2 \not\subseteq \mathcal{H}_2 \), \( c_2 \) is not essential. Similarly, we can see that neither \( c_3 \) nor \( c_4 \) are essential. (End of Example)

In Theorem A.1, we have to check whether \( c \not\subseteq \mathcal{H} \) or not. Checking it by the sharp operation [9] is quite time consuming. To check it, we have developed special
algorithms [20],[23], which are much faster than the sharp operation.

APENDIX C

COMPLEXITY OF ADDERS

In this section, we consider the number of columns of PLA with two-bit decoders for n-bit adders.

Let us design the following n-bit adder by using a PLA with two-bit decoders:

\[ x_{n-1} x_{n-2} \cdots x_1 x_0 \]
\[ + y_{n-1} y_{n-2} \cdots y_1 y_0 \]
\[ z_n z_{n-1} z_{n-2} \cdots z_1 z_0 \] (sum)
\[ c_n c_{n-1} c_{n-2} \cdots c_1 c_0 \] (carry)

Let the partition of the input variables be \( X_i = (x_i, y_i) \), where \( i = 0, 1, \cdots, n - 1 \). We have the following relations where \( \oplus \) denotes EXCLUSIVE OR. Note that \( x_i \oplus y_i, x_i \oplus \bar{y}_i, x_i \lor y_i, \) and \( x_i \lor \bar{y}_i \) can be realized by single term using the two-bit decoders.

\[ z_i = (x_i \oplus y_i) \cdot \bar{c}_{i-1} \lor (x_i \oplus \bar{y}_i) \cdot c_{i-1} \]
\[ c_i = x_i \cdot y_i \lor (x_i \lor y_i) \cdot c_{i-1} \]
\[ \bar{c}_i = \bar{x}_i \cdot \bar{y}_i \lor \bar{x}_i \lor \bar{y}_i \cdot \bar{c}_{i-1} \]
\[ z_n = c_{n-1} \]

Let \( t(f) \) be the number of terms in the expression for \( f \); we have

\[ t(z_i) = t(\bar{c}_{i-1}) + t(c_{i-1}) \]
\[ t(c_i) = 1 + t(c_{i-1}) \]
\[ t(\bar{c}_i) = 1 + t(\bar{c}_{i-1}) \]

Because \( t(c_0) = t(\bar{c}_0) = t(z_0) = 1 \), we have

\[ t(c_i) = t(\bar{c}_i) = i + 1 \]
\[ t(z_i) = 2i \]

where \( i = 1, 2, \cdots, n - 1 \).

Note that \( t(z_n) = t(c_{n-1}) = n \). Let \( W \) be the number of columns for the PLA. Then,

\[ W = \sum_{i=0}^{n} t(z_i) = 1 + \sum_{i=1}^{n-1} t(z_i) + n = n^2 + 1 \]

If we realize \( (\bar{z}_n, z_{n-1}, \cdots, z_0) \) instead of \( (z_n, z_{n-1}, \cdots, z_0) \), i.e., complement the most significant output, the size of the PLA becomes smaller. Note that

\[ \bar{z}_n = \bar{c}_{n-1} = x_{n-1} \cdot \bar{y}_{n-1} \lor (x_{n-1} \oplus y_{n-1}) \cdot \bar{c}_{n-2} \]

and

\[ z_{n-1} = (x_{n-1} \oplus \bar{y}_{n-1}) \cdot c_{n-2} \lor (x_{n-1} \oplus y_{n-1}) \cdot \bar{c}_{n-2} \]

\( \bar{z}_n \) and \( z_{n-1} \) share a term \( (x_{n-1} \oplus y_{n-1}) \cdot \bar{c}_{n-2} \). Therefore, we have

\[ W = \sum_{i=0}^{n} t(z_i) = 1 + \sum_{i=1}^{n-1} t(z_i) + 1 = n^2 - n + 2 \]

In a similar way, we obtain the size of the PLA's with carry inputs, and that of two-level PLA's. The number of columns which are sufficient to realize n-bit adders is summarized in Table VIII. In Table VIII, the number in the parenthesis shows the number of bits for each decoder. \((2,2,2,\cdots,2,1)\) shows that a 1-bit decoder is used for the carry input, whereas \((2,2,2,\cdots,3)\) shows that a 3-bit decoder is used for \( x_0, y_0 \), and the carry input.

Although the minimality of the number for two-level PLA's in Table VIII has not been proved, the number is conjectured to be minimal for arbitrary \( n \). The minimality for small \( n \) has been verified by using exhaustive methods. The minimality for PLA's with two-bit decoders in Table VIII has been proved [24].
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